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Abstract This chapter discusses the broad and complex topic of data quality in
citizen science – a contested arena because different projects and stakeholders aspire
to different levels of data accuracy. In this chapter, we consider how we ensure the
validity and reliability of data generated by citizen scientists and citizen science
projects. We show that this is an essential methodological question that has emerged
within a highly contested field in recent years. Data quality means different things to
different stakeholders. This is no surprise as quality is always a broad spectrum, and
nearly 200 terms are in use to describe it, regardless of the approach. We seek to
deliver a high-level overview of the main themes and issues in data quality in citizen
science, mechanisms to ensure and improve quality, and some conclusions on best
practice and ways forwards. We encourage citizen science projects to share insights
on their data practice failures. Finally, we show how data quality assurance gives
credibility, reputation, and sustainability to citizen science projects.
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Introduction

Imagine that a group of city-level stakeholders (a researcher, a citizen, a
policymaker, and a business consultant) would like to create a new citizen science
project. How can they conceptualise data accuracy and design data quality pro-
tocols? During their planning, they would need to think through a range of issues
about the arrangements of their city-level project with unforeseeable knowledge
difficulties and reach a collective understanding. However, from the outset of any
citizen science project, there are contrasting data needs and motivations. A
researcher might look for a level of scientific accuracy to achieve their analytical
objective and therefore set thresholds for unreliable data and implement training
protocols for volunteers. In contrast, a policymaker may rank avoiding bias in the
data of the highest importance, whereas a citizen may require easy to understand data
which is relevant to their perceived problem.

How then, even in this hypothetical example, can these different stakeholders
create a minimum standard for data quality practices in a citizen science project? It is
not an easy task – thousands of citizen science projects have produced extensive data
sets that would otherwise be prohibitively expensive to collect. Many citizen science
projects produce high-quality data (i.e. accurate, complete, relevant), but some
projects are plagued with deficits in data practices: lack of accuracy, no standardised
sampling protocol, poor spatial or temporal representation, and insufficient sample
size (Anhalt-Depies et al. 2019). This is not unique to citizen science: a 2016 poll by
Nature of 1500 scientists showed that more than two-thirds had failed to reproduce
at least one other scientist’s experiment and half of them had even failed to reproduce
one of their own results (Baker 2016).

In this chapter, we show that data quality in citizen science is multifaceted and
often disputed, with no ‘one-size-fits-all’ approach. In fact, data quality is the most
valued normative claim by citizen science project stakeholders, anchored in multiple
levels of expectation. Our focus is on the most typical data quality problems and the
generally accepted mechanisms for assessing and verifying the quality of data
generated by citizen science. We propose that citizen science project owners can
always seek to improve data quality if necessary.

Furthermore, citizen science can learn a lot from purely academic research (basic,
applied, or frontier research), for example, from the replication crisis that hits the
classic results of social psychology and medicine. Data quality improvements create
trade-offs between project resources (time, skills, technology, participants), but there
are also protocols, training, and automated solutions to maintain minimum standards
of data quality. Moreover, citizen science projects can do more to facilitate the
learning among projects by sharing their insights and data quality reports on failures
and pitfalls in their data practices.

Coming from various countries in Europe to join the community of practice
created by COST Action CA15212 Citizen Science to Promote Creativity, Scientific
Literacy, and Innovation throughout Europe, the chapter authors have gained their
professional experience at the intersections of ecological and social sciences and are
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now engaged academics in fields including systems analysis, environmental sociol-
ogy, land change modelling, geoinformatics, and environmental justice. Citizen
science projects have been formative experiences in our lives as researchers. We
recognise that academic researchers are now more privileged than ever due to the
abundant funding available for professional scientists. In contrast, volunteer-based
citizen science does not enjoy the same investment. Participants most often find that
their greatest challenge is not enough training resources (Turrini et al. 2018; Larson
et al. 2020). We identify that, despite the lack of resources, data quality issues are the
Achilles heel of citizen science projects. Here we deliver a critical understanding of
the positionality of data quality in citizen science and promote an approach to
improve citizen science projects.

Science wars and the replication crisis have led to considerable distrust in science,
and analysts remind us that we need to face the challenges of the post-truth science
era (Saltelli 2018). It has been clear since the inception of citizen science that
building up trust with volunteers is difficult due to the structural contradictions of
modern science. Data quality and funding (sustainability) of citizen science projects
are still the most critical concerns of citizen science practitioners (Hecker et al.
2018). The literature in this field tends to be mostly project specific and provides no
framework on how to transform multiple approaches on data quality to more general
guidance. Even within a specific domain (e.g. invasive species monitoring), a wide
range of approaches and protocols exist. The quality of the collected data may be
adequate according to the standards of each project. However, if, using aggregation
or meta-analysis, citizen science data from different initiatives are reduced to their
minimum common facets or generalised to the lowest common granularity, the
resulting data set may no longer meet the original quality thresholds.

Several factors combine to make structuring and forming the focus of data quality
discussions in citizen science challenging. Firstly, the growth and popularity of
citizen science present citizens, civic society, and governments with multiple chal-
lenges and opportunities. New citizen science projects appear daily (Larson et al.
2020). The proliferation of literature in this area is hard to digest: a Google Scholar
search using the search terms ‘citizen science’ and ‘data quality’ identifies more than
200 articles published in January–February 2020. However, if existing citizen
science projects all have different and potentially incompatible ways of dealing
with data quality and sharing data, then the future reuse of project data is signifi-
cantly impacted. In turn, this has the knock-on effect of making developing ‘follow-
on’ citizen science projects from previous projects problematic.

Secondly, the majority of citizen science projects are contributory in approach,
with three major stages: data gathering, data manipulation, and data classification
(Haklay 2013). Some projects are solely quantitative data projects, while others are
solely qualitative. Mixed-method citizen science projects also exist which include
both quantitative and qualitative data collection, generation, and manipulation. To
ensure a minimum standard of data quality, a plan or protocol of data collection
(methods) must be set out at the start of a project (Freitag et al. 2016). We consider a
dimensionality of data quality needs in both practical and philosophical terms. For
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example, in some projects, geographical positional accuracy may not be relevant; in
other projects, quality may not relate to data at all (Wiggins et al. 2011).

Thirdly, most citizen science projects have multiple goals, and all must deal with
the various legitimacy problems around citizen science. Scientists, funders, author-
ities, policymakers, and citizens often have different and not always complementary
requirements from citizen science data. Veiga et al. (2017) convincingly argued for
prioritising data quality needs from the data user’s perspective. All citizen science
project stakeholders should be invited to co-develop standards for data quality and
explicitly state the data quality levels they expect in order to form an agreed
approach to data quality.

In summary, the data quality challenge exists at multiple levels. Data quality
approaches developed for projects are usually reported when successful, but prob-
lems with these approaches are rarely shared or published. Variation in methods of
data generation and capture has developed; and, similarly, the potential spectrum of
end users, end user applications, and purposes for citizen science data can vary
significantly. This leads to a broad range of expectations of data quality (accuracy,
temporality, etc.) from varied stakeholders.

In this chapter, we deliver commentaries on five interconnected components of
data quality. We begin by asking why is data a critical factor in citizen science
projects? Given the wide variation in projects in citizen science and the types of
problem domains, we then attempt to set out a definition of data quality in citizen
science. Successful examples of high-quality, high-impact data generated by citizen
science are plentiful, but what about the hidden cases that are not publicised? Our
third commentary discusses the factors which can cause data quality problems in
citizen science projects. Validation and verification of all scientific data are impor-
tant, but how is this performed in citizen science projects? Finally, we discuss how to
assure and control data quality in citizen science projects in a flexible, robust, and
sustainable manner.

Data as a Risk Factor in Citizen Science Projects

Data from citizen science is unparalleled as it represents evidence that is otherwise
difficult for professional science to generate or obtain. Awareness of data quality is
growing in citizen science, but it is only one relevant aspect of data accuracy (see
Fig. 8.1). Another significant aspect is data contextualisation, that is, how citizen
science communicates the context in which a particular – often high-volume – data
set has been created. Metadata, attribution, and curation are the most prominent
examples of data contextualisation. More extensive metadata is helpful to commu-
nicate the ‘known quality’ of the data (Bowser et al. 2015), while data reuse is
enabled by extensive metadata descriptions of data set purposes and methods of
creation. Moreover, data reuse needs to clarify data ownership and future accessi-
bility through open data, open standards, et cetera. This contextualisation is funda-
mental to understand why data quality is imperative in terms of the goals and
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objectives of a project. A further aspect is data interoperability that enables consis-
tent and straightforward handling of resources (data and processing) across different
data sets, systems, and projects.

Citizen science often faces scepticism and distrust from professional scientists
and significant resistance from policymakers (Kosmala et al. 2016; Bonney et al.
2014; Nascimento et al. 2018). The main prejudice against citizen science is that it is
backward, marginal, and unprofessional; primarily this boils down to weakness in
methodology, which can often be the case in professional science as well. On the
positive side, citizen science has provided insights into fields such as biology and
biodiversity and flora and fauna species and is complementary to traditional data
collection methods. Therefore, citizen science as a proper research method should
not be neglected by the professional scientific community. Instead, our classical
scientific methods need to expand to allow citizen science data to be incorporated
and used. This calls for holistic methodological approaches to accommodate citizen
science approaches and data practices in the traditional way of studying scientific
problems (see more in Pelacho et al., this volume, Chap. 4). In fact, citizen science,
alongside technological advancement and increased availability and civic commu-
nities invested in solving real-life challenges, has revolutionised our access to more
dimensional data. The transformative role of citizen science as an engine for
addressing and monitoring Sustainable Development Goals (SDGs) should also be
emphasised (Fritz et al. 2019).

For every stakeholder in citizen science, there appears to be a different definition
of what constitutes data quality. Numerous terms are used in definitions of data
quality, including completeness, availability, standards-based, validity, consistency,

Fig. 8.1 Four aspects of data accuracy in citizen science
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timeliness, accuracy, and bias. This is an illustration of a socio-technical artefact
with (hard) physical and (soft) social properties that gains acceptance from humans
(volunteers) and machines (artificial intelligence). Several examples will be
presented showing machine and human failure as well as soft and hard validation
tools.

While it may be hard to agree on an acceptable level of data quality in any given
citizen science project, in practical-methodological terms, we can start with known
quality, fitness for purpose, and intended use (e.g. in operations, decision-making, or
planning). However, from an epistemological point of view, the question is how
accurately does the data represent the real-world constructs to which they refer. Real-
world constructs are often not clearly defined at the project design stage, so toolkits
that compare off-the-shelf protocols are helpful.

Data quality is valued from various perspectives, and its levels vary
(Lewandowski and Specht 2015; Williams et al. 2018). In terms of data collection,
precision and accuracy are the most important aspects. In data processing, it is vital
to have consistency in data sets over time. For data analysis, data sets must have
adequate representation and distribution of the target population or area. From a
more general research design perspective, the validity and the reliability of data are
most important (e.g. Lewandowski and Specht 2015).

Reliability implies long-term stability and consistency of data. Data results should
be able to be replicated repeatedly; this is necessary in most citizen science projects
operating large data sets. Reliability of data ensures citizen science is trusted and
aligns with policy requirements and stakeholders’ interests. However, citizen science
data is valid only if it signifies what it is supposed to. Data validity in science has
many aspects including accuracy, confidence, completeness, and error-freeness.
There are an increasing number of articles on citizen science data quality in academic
literature (Purdam 2014; Riesch and Potter 2014). Suggested data quality definitions
converge around sets of characteristics; this leads to heuristic approaches that
illustrate the need for a data quality review toolkit – a harmonised approach to
data quality assurance across different citizen science projects.

Data Quality Issues in Citizen Science Projects

In this section, to illustrate the characteristics of data quality in citizen science, we
present some examples of how and where data quality problems can arise in citizen
science projects. In order to structure these examples in a meaningful way, we
illustrate these data quality problems using the following categories:

1. Data collection protocols are not followed by participants.
2. Data collection protocols do not match the goals of the project or the probable

participants.
3. Data collection protocols are incorrectly implemented.
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4. Data collection protocols are not comprehensive and are used by stakeholders
with different data quality expectation levels.

5. Data used are not fit for purpose.

While these five categories are by no means exhaustive, we believe that they
represent a good cross-section of the most commonly encountered issues around
data quality in citizen science (Lukyanenko et al. 2016).

Data Collection Protocols Are Not Followed by Participants

Citizen science projects must follow complex data collection protocols. In many
cases, volunteers stop participating in projects as they do not know how to collect
data using these protocols. Other authors have reported that participants often
indicate that they are less concerned about the aims of the project or are unaware
of the potential end uses of project data and are only interested in participation. This
is obviously a training and communication issue. It is important to explain why a
specific protocol has been chosen; what the project data can be used for; and what
impact quality has on these end uses. In many cases, the best available strategy is to
simplify user interface design in data collection tools and make these tools engaging
and compatible with the variety of skills and motives of potential citizen scientists
(Danielsen et al. 2014). Citizen science toolkits have been developed in many
different contexts to facilitate better user engagement as well as the design and
delivery of citizen science projects (Kelly et al. 2019). Finally, citizen science
projects should incorporate more intuitive data practice considerations to allow
users to directly or indirectly follow protocols.

Data Collection Protocols Do Not Match the Goals
of the Project or the Probable Participants

Often, protocols for data collection are either too complicated or too simple. In the
case of Galaxy Zoo, originally only three categories were listed, but later an
additional two categories were added. The protocol did not allow for adding new
values, such as discovering new shapes of galaxies; this oversight could have
significantly diminished data quality (Lukyanenko et al. 2016). Citizen scientists
can miss important data which should be recorded or observed if the protocols are
inflexible. Overcomplicated protocols can result in reducing the sense of fun and
participation for many citizen scientists by introducing seemingly onerous and
systematic rules and tasks. A possible solution is to introduce a permanent channel
or forum that participants can use to contact creators and provide input. Finally,
making data collectors’ tasks more straightforward by pre-filling files with
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often-used values or providing examples for observations is an effective way to
create better engagement and fulfilment for citizen scientists.

Data Collection Protocols Are Incorrectly Implemented

In citizen science, as in any research context, data quality can quickly deteriorate
when the protocols are inaccurate and poorly implemented or do not reflect the
relevant context. Often, the lack of ‘do not know’ or ‘unsure’ reporting options or
fields can lead to false precision levels or recording of invalid values, for example, a
value of 0 mm for a rainfall recording gauge which is broken and has not recorded
any rainfall. This is a typical example when uncertainty is created without visibility.
When devices or sensors are not well calibrated and present inaccurate observations,
then data can be misplaced or misreported (Bell et al. 2013). This has severe
downstream effects for the analysis of these data sets.

Many citizen science projects use smart devices for the collection of data. These
devices can introduce technological problems such as the lack of a GPS signal or
Internet connection and poor device quality (Bell et al. 2013) which can subse-
quently result in missing data. Different instruments and collection systems also
often apply contrasting transformations to data before submission (e.g. automated
altitude correction in some weather stations) which can hinder the accuracy of data
(Bell et al. 2013). There are various solutions to these false protocol deployments,
for example, by the thorough profiling of data scope, experimental pilots, and
iterative development (see examples later in the chapter). Overall, it is essential to
apply a common-sense approach to citizen science communities facilitating the reuse
of successful data quality protocols. There is little value in constantly reinventing
protocols for similar problems being tackled by other citizen science groups or
projects.

Data Collection Protocols Are Not Comprehensive and Are
Used by Stakeholders with Different Data Quality Expectation
Levels

It is natural that authoritative bodies and other stakeholders seek the highest level of
data quality for their applications and purposes. Different levels of data quality
expectations can lead to tensions between the producers and consumers of citizen
science data. Managing expectations of quality is a difficult proposition. Some
authoritative bodies dealing with citizen science may only require a simple data
protocol be used by citizen scientists. The reasoning for this is to maximise the data
quality citizen scientists are capable of collecting. On the other hand, other author-
itative bodies may implement complex scientific data collection protocols as they
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require citizen scientists to collect detailed data. This has the effect of causing data
quality to become a contested matter. Different stakeholders can claim that protocols
are obsolete or irrelevant or that the data collected does not match the high expec-
tations of more complex protocols.

The design of data collection protocols can also lead to spatial inequality where
different geographical areas or regions receive proportionally more or less attention
from citizen scientists, for example, urban areas being favoured over rural areas.
Poorly designed or overly complex protocols can also create skill inequality if some
protocols assume a specific level of scientific training before they can be used. This
carries the risk of overly complex protocols excluding whole (social) groups and, in
the case of international citizen science research, excluding countries or even
continents.

Data Used Are Not Fit for Purpose

One of the most common and easily understood data quality issues is when data are
used for purposes they are not suitable or fit for. This often happens with quantitative
data. A phenomenon which is easy to measure may be inappropriately used as a
proxy for the phenomenon that needs to be monitored (e.g. wetland
acreage vs. wetland quality, Dale and Gerlak 2007). This misuse of data is not
confined to the citizen science context, but it is more likely to occur where data
documentation is imperfect or incomplete. Negative outcomes (Hunter et al. 2013)
from citizen science projects can lead to overcorrection, which can in turn lead to
errors and suspicion of all citizen science data. Misuse of citizen science data has
caused many in the scientific community to perceive citizen science data as not
worthy of being considered serious scientific research (Delaney et al. 2008). Appro-
priate documentation and metadata are the most effective and appropriate deterrents
against using data for unsuitable purposes.

Validation and Verification of Data in Citizen Science
Projects

Many citizen science projects collect valuable, high-quality scientific data. The data
is subject to validation and verification before being used. Multiple socio-technical
mechanisms can be deployed in citizen science projects to ensure the collection of
high-quality data (Freitag et al. 2016). Validating the data in citizen science projects
happens both during and after the project has generated data. Freitag and Pfeffer
(2013) observe that often the process of a citizen science project is more successful
than the product (data) – ‘some citizen scientists point out that the data is “good
enough” or “were not the main focus of the program’”. They further remark that this
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is in stark contrast with many published studies, many of which discuss citizen
science as a method, evaluated against traditional methods by the same metric of
success – data quality (Riesch and Potter 2014). Therefore, validation or verification
methods are required for the data generated, collected, and managed by citizen
science projects. As for validation and verification methodologies, several prominent
approaches have emerged. These approaches do not belong exclusively in citizen
science projects but apply to a range of other application domains such as
crowdsourcing, citizen sensing, et cetera. Consequently, we consider four
approaches: peer verification, expert verification, automatic quality assessment,
and model-based quality assessment.

Peer verification involves experienced project participants (peers) helping to
identify and validate observations and data provided by new or inexperienced
participants. Ideally, quality standards are maintained by the peers to improve
performance and provide credibility. This approach is dependent on the community
within the citizen science project. It can also have the effect of slowing down the
process of data collection as extra time is required for peer verification. Similar to the
process of peer review on Wikipedia, the main goal is self-regulation by qualified
members within the relevant domain and a convergence towards shared narratives on
data quality. For more examples see Liu and Ram (2018), Johnson et al. (2016), and
Segal et al. (2015).

Expert verification differs from peer verification. Here, specific contributors or
stakeholders are identified as experts within a citizen science project. These experts
then verify the data which is generated or collected by other participants. This
approach is frequently used by biological surveys. Once the needs of data usability
are defined, solutions for data quality can be formulated for expert verification.
Continuous expert assistance is required. Examples include iNaturalist, Young et al.
(2019), Falk et al. (2019), and Bayraktarov et al. (2019).

Automatic quality assessment involves the use of software-based systems to
automatically carry out a quality assessment of the data generated or collected by
a citizen science project. There is a wide range of approaches, such as data mining
algorithms, which filter and search for problematic data, statistical analysis (plausi-
bility of data), and qualifying systems. As artificial intelligence (AI) approaches
become more sophisticated and are more readily available in software, these can be
used to carry out more resource-intensive automated quality assessments. Examples
include Njue et al. (2019), Wiggins et al. (2011), and Wessels et al. (2019).

Model-based quality assessment goes beyond automatic filtering techniques
which can address random variation (e.g. unsupervised data mining or naive outlier
detection) and tackles residual errors using an explicit model of how the phenom-
enon of interest is expected to vary in space or time. This requires a concrete
understanding of how the relevant phenomena behave and appropriate experts are
required. This approach can be more effective in establishing the statistical relevance
of false positives and false negatives and extreme or unexpected values in a data set.
Examples include de-biasing procedures and generation of contributor ratings, based
on identified sources of systematic errors in the archive of observations. Examples
include Bamford et al. (2009) and Kelling et al. (2015).
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When Does Validation Occur?

The methodologies described above must be applied at specific stages in the data
collection or generation process within citizen science projects. There are a number
of key stages where validation can occur. We summarise these below and indicate
the type of validation methodology which can be used at each stage.

At the Project Planning and Design Stage At this stage, there is an opportunity to
reduce the number of erroneous contributions. For example, is the accuracy of the
location of an object to within 100 m acceptable, is a plant identification to genus
level useful, etc. Approach used: expert verification.

During the Project While citizens are actively collecting and generating data, it
can be difficult to validate data. However, a number of tactics can be used. These
include flagging outliers or potentially erroneous contributions; providing useful and
understandable help sections and guides within software apps and websites used by
the contributors; access to online suggestion systems which can automatically
suggest a class or label and provide automated feedback on submissions (van der
Wal et al. 2016); and correcting or updating of contributions by peer contributors, for
example, by requesting additional content (photos, free text, etc.) which might help
with ambiguous contributions. Approaches used: peer validation, automatic quality
assessment, and model-based quality assessment.

After the Project (Before Data Publication) At this stage, there are still opportu-
nities and resolve to identify data quality issues. Remaining outliers can be auto-
matically detected and flagged (e.g. by GeoWIKI, GBIF, eBird); experts can respond
to requests for checking (iNaturalist, eBird); and estimates of observer skill or
reliability can be calculated (this can be updated based on their history of contribu-
tion and used to weigh the value of their submitted data; see Kelling et al. 2015).
Approaches used: expert verification, peer validation, automatic quality assessment,
and model-based quality assessment.

After the Project (After Data Publication) While end users and stakeholders may
already be using available versions of the data generated or collected by a project,
post-activity quality assessment is still possible. Experts and peers can change or
correct contributions on an ongoing basis (e.g. OpenStreetMap). Iterative corrections
or changes can be applied to project design, for example, if data mining identifies a
systematic bias in contributions. Indeed, iterative corrections can be also applied in
the earlier project stages (via training materials, adapted keys, and applying improve-
ment suggestions in real time). Approaches used: expert verification and peer
validation.
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Data Quality Assurance and Control in Citizen Science

Data are considered reliable if the methods by which they are collected and analysed
remain stable over time. Data quality assurance plans and control are strategies
implemented to reduce estimation error and bias; measurement error and bias; and
data processing errors. In a survey of 30 citizen science project leaders, conducted by
Freitag et al. (2016), 12 strategies for credibility building in citizen science were
identified. Three of these are applied during the training and planning phase, four are
applied during the data collection phase, and five are applied during the data analysis
and project evaluation phase. The variation in the application of these strategies is
due to factors including the number of participants in the project, the focus on group
versus individual work, and the time commitment of participants. In this sense, data
quality assurance and control must be adapted to the specific citizen science project
under assessment. The literature indicates a number of different approaches to data
quality assurance and control.

Meek et al. (2014) identify three types of quality assurance models: the producer
model, the consumer model, and the stakeholder model. Their data quality assess-
ment is based on seven steps in a workflow:

1. Location-based services positioning redirects users towards areas that are of
interest to project organisers.

2. Data cleaning removes erroneous entries.
3. Automatic validation carries out preliminary credibility checks on the data

collected.
4. Comparison with authoritative data improves the confidence and validity of

collected data.
5. Model-based validation compares crowd data with data from models or previ-

ously validated crowdsourced data.
6. Linked data analysis combines the wealth of freely available data (big data) and

associated data mining techniques to establish data confidence and quality.
7. Semantic harmonisation transforms input data to ensure conformance to or

enrichment of an ontology.

All these steps produce inputs for each of the three (producer, consumer, stake-
holder) models of quality assurance.

Clare et al. (2019) defined an iterative and adaptive data evaluation process in a
six-step sequential framework (see Fig. 8.2). Three steps are about data quality
assurance:

1. Define desired data quality explicitly in terms of study objectives grounded in
specific analyses or estimates.

2. Estimate existing levels of accuracy or error within the data set.
3. Estimate a requisite level of accuracy or error within the raw data that allows

study objectives to be achieved.
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The remaining three steps are about data quality control:

4. Identify possible remedial actions.
5. Explore sources of variation in errors within a data set to target a specific action or

set of actions to evaluate.
6. Implement and evaluate candidate actions to determine whether any meets the

defined data quality objective.

Data quality assurance and control in citizen science can be conducted using two
main strategies: (1) the upstream (assuring) strategy, which includes a set of actions
that assure the quality of citizen science data to a certain level, or (2) the downstream
(controlling) strategy, which includes a set of actions that controls the quality of
citizen science and learns from earlier failures. Let us now consider some examples
of both data quality assurance and control in order to illustrate these concepts more
clearly.

Assuring data quality requires a set of criteria that pre-emptively restrict data
inputs, such as:

• Profiling which assesses the data collectors to understand the quality challenges,
including the impact of uncertainty in contributions and how it can be captured or
traced.

• Pre-testing includes gathering sample data before a citizen science project begins
using both expert and beginner contributors. This can help identify unforeseen
sources of errors or other problems that can be fixed before the project starts.

• Standardisation ensures that expected data conform to quality rules and domain-
relevant schemas.

Fig. 8.2 Six steps of data evaluation from Clare et al. 2019
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• On-the-fly data correction or cleansing tools allow for auto-correction of some
errors prior to reporting, for example, autocorrecting geocoding of address data,
topology checks, and enforcing selection of an attribute value from a
dictionary list.

• Matching or linking facilitates aligning or merging similar data records which can
help avoid data redundancy.

Controlling data quality includes a set of actions that allow for controlling data
quality after the project has started, such as:

• Triangulation which combines multiple criteria and methods to ensure data
quality (Wiggins et al. 2011).

• Recursive monitoring keeps track of data quality over time and generates reports
on uncertainties and variations. These reports can be used to maintain or improve
data quality as well as provide feedback for project design.

• Training participants results in participants understanding data quality and
appreciating the minimum data quality requirements for every citizen science
project.

• Protocols and standards for consistency are followed to make the collected data
consistent and homogeneous. Usage of protocols and standards should not
adversely affect engagement levels of citizen scientists.

• Compatible information systems allow for long-term storage, curation, and
archiving of data from citizen science projects.

• Usage of international standards such as ISO19115, ISO19157, and ISO8000 is
recommended as a point of reference for quality control of citizen science
projects.

• Collect and release data under open science principles and open-access licences
which follow FAIR (findable, accessible, interoperable, reusable) principles. This
allows for unrestricted data access and allows the data to be reused. Using FAIR
principles maximizes the value of the data.

• Record and communicate quality assurance practices, as narrative descriptions
of citizen science quality practices are often missing. This information should be
provided in the description or metadata of a project or data set so that similar
failures can be avoided in the future.

Conclusions and Recommendations

This chapter has discussed data quality in citizen science and approaches to ensure
the validity and reliability of data generated by citizen scientists and citizen science
projects. Data quality in citizen science has become a crowded and contested
landscape in recent years, as various citizen science projects and their stakeholders
often claim and seek different levels of data quality. Therefore, the meaning of data
quality differs according to the type of project and its stakeholders. We certainly
make no claims as to the exhaustive nature of the discussions in this chapter. Our
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focus has been to consider what data quality is in citizen science and how data
quality problems occur and to present some of the most popular and well-accepted
mechanisms for assessing and verifying data quality. Most citizen science projects
employ multiple mechanisms to ensure data quality. The selected mechanisms are
driven in no small part by the resources available, the project type and structure, and
the needs of stakeholders. Every project can seek to improve data quality. There are
always places where one can improve the process to have better data quality (if it is
needed).

Success criteria in citizen science are defined by mission statements that guide
projects, which are more likely to emphasise the scientific process than the results
(Freitag and Pfeffer 2013). Different disciplines will have different conventions
around defining data quality and acceptable measures or levels of data quality.
However, many scientific disciplines collect similar types of data but do so in varied
ways. Consequently, there is no one-size-fits-all approach. It is this diversity and
breadth of application which makes data quality in citizen science such a tantalising
subject to tackle. Improving data quality always involves trade-offs. Given that there
are many moving parts to any citizen science project, it can require additional
resources (time, skills, technology, participants, etc.) to deal with the data quality
issues identified. Overall, we find that most studies agree that to improve data
quality, several approaches are necessary: adaptable project aims and survey pro-
tocols; volunteer training; the use of experts; automated and statistical analyses; and
finding an appropriate project structure (e.g. volunteer recruitment and retention,
overall management) (Lewandowski and Specht 2015).

With abundant literature and examples of data quality approaches in citizen
science projects, how do we proceed in order to meaningfully contribute to the
data quality discussion? We believe that problems about data quality are rarely
shared between citizen science projects. There is often little scope for new projects
to learn from existing projects in terms of best practice approaches. Avoiding the
same pitfalls as previous or existing projects can go a long way towards ensuring the
data quality goals of a project are achieved and maintained. There are many useful
lessons relevant to data quality, for example, unforeseen problems with devices,
suppliers, and volunteers or unintended consequences of training methods and use of
advanced technologies such as AI. However, not only are these stories unlikely to be
published in an environment where future funding depends on demonstrating suc-
cess, but they are subjective narratives which do not clearly fit into the available
structured options for data quality reporting. Unfortunately, this means that the same
problems related to data quality continue to be repeated. As well as sharing insights
on data quality pitfalls in citizen science projects, there is also a need to convey
successful data quality approaches. Ensuring data quality in a citizen science project
should not be regarded as a burden; it can enhance the reputation of the project, make
the outputs (re)usable for a broad range of end users and applications, and contribute
to higher levels of citizen engagement and long-term project sustainability. In
addition to establishing credibility and trust, communicating data quality practices
can help citizen science collaboration by identifying shared issues and concerns.
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